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Vision

Support our customers to accelerate
adoption of Al and innovation to
solve their business challenges

s

SLB-Private

Mission

»

Deliver rapid customer value in Al and digital customer
innovation engagements

Help accelerate customer digital transformation and
business impact of Al and digital solutions

Be close to our customer’s digital journey — be
present where they are



Dual-Phase Hybrid Hackathon
From Competition to
Collaboration

Innovative hybrid hackathon that brings together students, professionals, data
scientists, and geoscientists to tackle Al-driven challenges in subsurface data analysis.
This unique two-phase approach transforms traditional competition into collaborative
innovation.

A<
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Hackathon Overview: A Groundbreaking Format

Phase 1: Virtual Challenge

6@ Teams will work independently on a common dataset, developing their own unique approaches to extract insights
from subsurface data.
B Phase 2: Collaborative Finals
2

Top performers are reorganized into diverse, shuffled teams for an intensive collaborative challenge with a fresh

dataset.

Who Can Participate?

Open to students, professionals, data scientists, and geoscientists interested in applying Al to subsurface datasets. No prior

collaboration between these groups required.

s
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Phase 1: The Challenge

s



Phase 1: Virtual Screening

Q € &

Define Problem Statement Develop Al Prototype Tool Agnostic

Clearly define a specific problem using the provided Build a functional Al prototype to address the Utilize any tools, including coding
dataset. problem. frameworks and Al assistants.

S O

Leverage Dataiku Scope Limitation

Integrating Dataiku earns extra evaluation marks. Avoid solutions focusing on seismic processing.

Possible Areas of Focus

L) . Seismic interpretation
«  Welllog interpretation & processing
«  Generating insights from technical reports
* Integrating seismic, well, and report data

A<
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Phase 1: Key Expectations & Judging Criteria

Key Expectations

1

Demonstrate innovation, creativity, novelty in your approach.

Show real-world impact (e.g., cost reduction, time
saving, efficiency, or accuracy improvement).

Deliver a working end-to-end prototype of your solution.

Present your solution with a clear and concise pitch
deck.

Include complete code and comprehensive
documentation with your submission.

A

Judging Criteria

1

6

SLB-Private

Innovation: How unique and forward-thinking is your solution?

Creativity & Novelty: Originality in problem-solving
and implementation.

Real-World Impact: Potential for tangible benefits in the industry

Clarity of Pitch Deck: Effectiveness in communicating
your project's value.

Completeness of Solution: Functionality and
robustness of the working prototype.

Use of Dataiku Platform: Strategic and effective
integration of Dataiku features. 10



Problem Statement

Clearly define the challenge your team is addressing.

Proposed Solution

Detail your Al/GenAl-driven approach and methodology.

Prototype Demo/Architecture

lllustrate your workflow, model design, or include screenshots
of your prototype.

Innovation & Creativity

Highlight what makes your approach unique or novel.

SLB-Private

Phase 1 Submission Requirements

For Phase 1, each team must submit their solution alongside a comprehensive pitch deck (_) and adhere to specific expectations designed to foster innovation and real-world impact.

Why It Matters (Need for Solution)

Explain the business or technical importance of your solution.

Data & Tools Used

Provide dataset references (with citations) and list all
tools/platforms leveraged.

Value Addition / Impact

Demonstrate how your solution reduces cost, saves time,
improves accuracy/efficiency, or adds industry value.

Conclusion & Next Steps

Summarize your results and suggest future improvements or
applications.



Phase 1: Submission Details

UJ <S>
Pitch Deck Code & Documentation
Submit your comprehensive pitch deck, detailing your Provide your complete Dataiku project along with
problem, solution, and impact. Acceptable formats thorough documentation explaining your
include PDF or PPT. methodology, setup, and results.

Submission Deadline

3rd October 2025

Please ensure all deliverables are submitted by the specified deadline to be eligible for evaluation in Phase 1.
I Slb Further instructions on the submission portal will be provided closer to the date.
|
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Hackathon Platform: Dataiku

(Supported by SLB)

Al for Everyone

A powerful low-code/no-code platform for
building and deploying machine learning
models with an intuitive visual interface,
integrating Generative Al for rapid iteration
on Al solutions.

s

Accessible to All Comprehensive Training & Support
Beginner-friendly yet expert-capable, Dataiku SLB will provide extensive training sessions
supports both technical and non-technical and ongoing support covering Dataiku
participants, fostering effective collaboration fundamentals, advanced features, and best
among data scientists, geoscientists, and practices to maximize project potential.

students.

Evaluation Advantage

Effective and creative use of Dataiku is a key
judging criterion, showcasing participants'
ability to translate ideas into actionable Al
solutions through innovative problem-
solving.

SLB-Private

Al Workflow

Evsaton

Integrated Environment

Dataiku offers a holistic environment
for the entire Al lifecycle, from data
ingestion to model deployment,
streamlining workflows and fostering
rapid experimentation in a fast-paced
hackathon.



Al/ML platform

An introduction to Dataiku

A
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data
iku

1. Dataiku Presentation
2. DSS concepts

3. Hands-on — Facies
Classification

(\Elle




ety

seeill

aiiieerttiee et

Setesttes

nnm

0
4

|[ON

Data
oresentat



Data Science and Analytics

The Platform for Everyday Al

Dataiku enables everyone across the organization to participate in building Al and

consuming Al-driven applications.

©@ p g 2

Data Preparation Analytic Apps

Visualization MLOps
Machine Learning Data Ops

ash
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Data Science and Analytics

Petrotechnical L
Expert Data Scientist
Kim Alle Kamal Khan P
o3 regular-on-my Explore Develop

* regular -v7 ™ -

‘ Iefratreeture i LR : o ) o
- ot o @ e eSSy o e ey Petrotechnical Suite i= A= <[>
| > Endpoint URLS  hees //locolbost | L0/ pusL | L/upl AvL/regular 4/pred/predicr @
] Wttp://\ccalhont LR/t ¢ /ep VL /regularA/pred/pradice @ Drill Produce [others]
. ~ BN E

- — m m m m Native Do;aln Apps
— Saga  ()<pU
5 e o > 0
4

0 pen Subsurface Data Universe
e @0 0 m e once o840 N
~j [l ‘ . K
Proxcessing time (3500 percent de| .
. o . :
-

- i » g Ny y
preparad " / J D EL F | DataScience

Data Engineer Te oo

Democratized Al/Bl Deployment at Scale Enrich Workflows

« Al and Bl for everyone * Aleverywhere * Integrate to any data source
* No code, low code, high code « Ease of enterprise deployment * Openness to provide
Easy to use visual modeling * Multi-cloud deployment integration with applications

‘Sl‘b . interface
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Data Source integration —
Discover with ease

teradata.
Microsoft Azure ‘ mongo DB. ORACI—G
0 )
e o X snowflake a

Storage

/t?;é%

* amazon
a Google cassandra S3
Big Query @
-
1 ‘__ v Azure Synapse Analyti

A<
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Dataiku DSS

Data Access and Processing

data
iku

DEVELOP REUSABLE/MAINTAINABLE DATA FLOWS

CONNECT TO YOUR (MANY) DATA SOURCES Simple representation of overall data  [{l——{i
processing despite complexity of Ne
Click based connection to your 0 it underlying operations & —<
datalake, databases, flat files or any e Portability of in-built recipes to -~
other source NI e various execution engines
Native connectors for most common =«
technologies (SQL, Hadoop, Spark, 2 e i DATA PREPARATION
NoSQL...) S
Find relevant data with the catalog .. Use the 100+ in-built processors to
perform advanced operations in a few =
click
DATAEXPLORATION Extend the built-in tools by writing
E IR custom formulas or code for bespoke
xplore your data :

easily, investigating
potential quality issues.
Get rich insights into
every column with built-
in charts and summary

‘Sl‘b information

HETHTE

T

transformations.

COMMUNICATING INSIGHTS

Convey insights with 25+ standard charts and map types.
Easy to integrate with popular visualization solutions like
Tableau, Power Bl and Qlik

SLB-Private



Dataiku DSS

Solution Overview: Architecture

®
w. %@
sy
Browser based
?‘ . interface
e
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Datalku DSS

Solution Overview: Architecture

A<

Dataiku deployment servers for
enterprise grade
operationalization

=
o

LINUX SERVER
ON PREMISE OR MANAGED
CLOUD

Centralized server to facilitate
access to data, ressources, and

foster collaboration
SLB-Private

data
iku

PRODUCTION SYSTEMS

()
VD
=

CENTRALIZED OR
AD-HOC DATA

SOURCES, :
DATABASES,DATA  L€veraging best

LAKE storage and

compute
i @ resources
&8

AVAILABLE OR SPUN-UP
PROCESSING RESOURCES



Datalku DSS

Solution Overview: Architecture PRODUCTION SYSTEMS

\ e

Dataiku deployment servers for
enterprise grade
operationalization '.

) - SEE  e-

CENTRALIZED OR

AD-HOC DATA

| q & — SOURCES, )
DATABASES, DATA Leveraging best

=
) G ' | storage and
o ? - ‘ g & compute
@ docker A

oy @ resources
LINUX SERVER @ =

ON PREMISE OR MANAGED AVAILABLE OR SPUN-UP
Browser based LOUD L

) PROCESSING RESOURCES
FI5 . interface
o . Centralized server to facilitate

access to data, ressources, and

‘Slb foster collaboration
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Datalku DSS

Solution Overview: Architecture

Dataiku deployment servers for

User/task specific
interaction modes

B ———
I o B o

i

VISUAL DEVELOPMENT VISUALIZATION

enterprise grade
operationalization

I
)
I

Browser bas
interface

COMPLETE CODING COLLABORATION AND
ENVIRONMENTS PROJECT MANAGEMENT

ed

AUDIT,
MONITORING AND
SCHEDULING

Z

LINUX SERVER
ON PREMISE OR MANAGED
CLOUD

Centralized server to facilitate
access to data, ressources, and
foster collaboration

SLB-Private
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PRODUCTION SYSTEMS

S

@
=

S0
CENTRALIZED OR
AD-HOC DATA
SOURCES,
DATABASES, DATA
LAKE

Leveraging best
storage and
compute

&0
do;ker. A resources

F arwmu
@e

AVAILABLE OR SPUN-UP
PROCESSING RESOURCES



' data
Inclusive end to end platform

. LLM Recipes
Connecting to Aut i fthe fl
utomation o e row
raw data @ & & @
Prompt  Classify Summarize  Embed Fine
text text tune

Data preparation Machine learning

9 oooeoo VISUAL

CleanedProducts

Sync Prepare Sample/Filter Group Distinct  Window
| @900 6 Collaboration
<. Joinwith...  Split Top N Sort Pivot Stack between

El

ProductCharacteristic

T Data Prediction (RANDOM_ . — .
Falningoe FOREST_REGRESSION) Code recipes ~ different
on TrainingData .
o skill sets
HistoricalData HistoricalData_ @ @
o
ValidationData_scored Python SQL Shell

ValidationData g @ o CO DE

N

Hive Impala Pig Spark SQL Spark Scala PySpark
ForecastingData @
| SparkR
| _
‘SI b ' GOVERNANCE, VERSIONING, AUDIT AND REUSABILITY
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data
iku

Collaborative platform tor data science

Visual Qata Auto ML
Preparation

Model

R, Python, Notebooks, and Monitoring

many data Science Libraries

Visualizati
on and
validation

Analytics Leader

‘Slb B Production .IT :
- e e lea Monitoring

SLB-Private
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DSS Concepts

Project homepage

s

West_Nile_Virus »

The project WesnNile_Standardwas created by Noha Badawy on Mar 12th 2019

e o

Flow
- p
- 6 <2 6
DATASETS. PES
GDPR fields
Forbid dataset sharing

Forbid dataset and project export
Forbid model creation
Forbid uploaded datasets

Forbidden connections

WODELS

+ Add a description

Lab Dashboards Wiki
“ 0 0 Ol &0
NOTEBOOKS ANALYSES CASNBOARD ARTICLES
| = GOTOFLOW |
Your new project’s Todo
(2/4 done)
~  Crestetheproject
v Setaprojectimage ielickon the colornextto the project itle)

Import your first dataset
Organize your work by replacing this with a real todo

Add a task ...

No

No

N/A

®WATCH =

Summary Activity Changes Matrics

TIMELINE

WEDNESDAY, 13 MARCH

You edited project
A WesNile_Standard

TUESDAY, 12 MARCH

You edited recipe
‘jﬂ compute_westnile_stacked_prepared

You created project
A WesNile_Standard

noha.bad; iku.com (deleted) edited dataset

[F7 westnile_stacked_prepared

noha.badawy com (deleted) edited dataset

=) weather_filtered

noha. iku.com dited dataset

(5 westnile_stacked

noha.b iku.com |

edited recipe

&) compute_westnile_stacked_prepared

noha,b ¥ com (deleted) created dataset

(57 westnile_stacked_prepared_joined_by_Date_parsed_prepared

h reated dataset

57 westnile_stacked

com (deleted) edited recipe

P compute_weather_filtered

SLB-Private




DSS interface

Menu

TP T dsiiteie _

Flow
items

Training Facies Classification

)

master

@ WATCH + | 1 STAR | 0

Documentation items

£
[ imiioe ( @
. In Progress
Automation Exploration items
Mo active scenarios yet.
Activate one from the list 22 \
RUNS
Flow Lab Dashboards
S 13 10 2 0 3 Em1l
DATASETS MODELS NOTEBOOKS ANALYSES DASHEOARD
> GOTOFLOW
.. Todo list
Training 2/2.done)
This project is demo for the training D

Build a first model

- —

Wiki Tasks

=0 1

ARTICLES

aslk

Training results

SLB-Private

Q

Summary Activity Metrics

TIMELINE

History of activities

~ M

ACTIONS

TODAY

@ You edited metadata on project

A Training Facies Classification

m You taggad project
A Training Facies Classification

@ You tagged project
A Training Facies Classification

m You edited tasks on project
A Training Facies Classification

+ Import the data

Currently completed tasks: 1 /2

@ You edited tasks on project

yi Training Facies Classification
+ Build a first model

Currently completed tasks: 0/ 2

m You edited metadata on project
A Training Facies Classification

@ You edited metadata on project

A Training Facies Classification

+ Todo list: Todo list

yshil1@slb.com edited model
€ simple model

yshi11@slb.com changed a model version

To do list




DSS Concepts

Flow, Datasets, Recipes

E- &l

ProductCharacteristic CleanedProducts

@) g i 7

HistoricalData HistoricalData_
prepared

Q4

TrainingData Prediction (RANDOM_

FOREST_REGRESSION)

on TrainingData
ValidationData

ValidationData_scored

Q

ForecastingData

A<
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DSS Concepts

Datasets




DSS Concepts

Datasets

You can run all the usual data manipulation operations on your
datasets, independently of their connection type.

aslb

READ WRITE

B
K3

{0

]

—
S

VISUALIZE TRANSFORM
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DSS Concepts

Recipes

SLB-Private

OUTPUT



DSS Concepts

Recipes

RECIPES

SLB-Private

OUTPUT



DSS Concepts

The Flow

E-b 00 #E-} 00 -»E

OUTPUT
PROCESSING PROCESSING

INPUT LOGIC LOGIC

s



Therecipes

Visual recipes

Sync Prepare Sample/  Group Distinct  Window Join
Filter with...
Split Top N Sort Pivot Stack

Code recipes

© O

Python

Shell

S 6 00

spark SQL

s

Spark
Scala

PySpark SparkR

Fuzzy join

Visual analysis

rFaL" A .e .
w  a o %%
Mew Analysis AutoML Deep Learmning AutoML
Prediction Prediction Clustering
Predict  Cluster Evaluate

Plugin recipes

00 G) @ ..||| L

Graph Time Series Join and Forecast Mamed
analytics Preparation keep... Entity...
P ! . E
Sentence Sentiment Interactive
Embedding  Su mmﬂrlzﬂtlo analysis Decision..

SLB-Private

Forecast



Data preparation

- Dataiku offers many visual tools to prepare, clean, format your data
- Most of data cleaning steps can be done by using the "Prepare recipe”

- Every time you add a recipe, Dataiku will create a new dataset

A
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Data exploration

W Nonmarine fine siltstone

10 B Honmarine coarse ststone
Phytioid-aigal baffestone
N Oolomite
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100 N 0100 sitone and shaie
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s
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51
° &
2880 2900 200 200 260 2080 3000 020 3040 3060 3080 10 hs
Depth =
=
>
o
s}
Func InDSS Count by Facies_type # 4080 records
W onmaring coarse sitstone
MNorimarine fine siltstone
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Nonmarne ssndstone W vudsione
Marine ststone and shale
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Statistical analysis

v Correlation matrix on 8 variables (Spearman) No split «

Depth 1.0:00 -0.143 0.209 0.050 -0.106 0.254 0.274
ILD_[OglO U e ” =L Rares] W= _
DeltaPHI 0.050 0.306 -0.172 0.147 -0.079
NM_M 0‘274_1 =Dk R ”
RELPOS 0.010 -0.176 0.097 0.018 -0.056 0.048 0.0
Depth GR ILD_log10 DeltaPHI PHIND PE NM_M
“ Univariate analysis on 5 variables No split =
w Bivariate analysis on 4 variables Nosplit =
w #GR ] w #ILD_logto 8 v # Depth -] v #PE ] W #RELPOS ®
~ . Facies, e by # Depth i v\ Facies_type by # GR H w \ Facies, e by #ILD_log10
~ Histogram ~ Histogram ~ Histogram ~ Histogram ~ Histogram -type by P a typehy 5 -type by -8
800 i — . 3
H— I — i ‘ HIH I T ~ Barblat Pt ~ Barblat
o 400
600 -
200 "
.
. 10 00 300 400 500 - S H 5 24 " 2800 2 800 2500 3000 0 3 M ) 02 n o < siltstone
~ Summary stats ~ Summary stats ~ Summary stats ~ Summary stats. ~ summary stats
Nualues 4069 Nvalues 053 Hvalues 068 Hvalues 4069 Nuslues 089 ¥ Histogram  Histogram
N distinct 355 N distinct 1387 N distinct 130 N distinct 591 Hdistinct 564 g .
Niinite 4069 Niinite 4069 W fnite 206 Hinite n6s Niinite 069 5
Mean 65358244532 Mean 0.660724073 Mean 29042830145 Mean 3687110177 Mean 05230199068 t
Median 65.313 Median 0.633 Median 2930.5 Median as Median 0528 ¥
Std Dev 30154160416 Std Dev 02510149016 Std Dev 132.99756868 Std Dev 0.858767612 Std Dev 0.2874325484 200 o
Min 10.148 Min -0.025345097 Min 5735 Min 02 Min ] s - -
Max 361015 Max 18 Max 3138 Max Bosa Max 1 # . § ¥ & . & & 3 S & o
~ Quantile table: ~ Quantile table w Quantile table v Quantile table ~ Quantile table « Mosaic plot - wosaicplt © Mosaic plot
% Value % Value ) Value % Value % Value
1% 15.62328 1% 0.058 1% 2593.84 1% 1.95801 1% 0.023 Ot
% 22.4904 54 0.2626544276 % 26432 0% 2513 e 0.0634 hers
25% 46.219 3% 0S5 5% 2819 5% 31 25% 0278 Mudstans
Wackestone
50% 65.313 50% 0.639 S0% 2930.5 S0% 35 50% 0528 Wackestone
Packstone-grainstane Others
5% 8.6 % 053 % 30035 % ATt 75% 0am2 Nonmarine fine siltstane Packstone-grainstone
99% 172.6944 9% 1.3269 95% 31205 99% 5.85355. 9% 1 Nonmarine fine siltstone.

SLB-Private

0.010

-0.176

0.097

0.018

RELPOS

~ |\ Facies_type by # DeltaPHI

W Bax Plot

+ Mosalc plot

Packstons-grainstone




Demo Session

A
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Dataset: Facies classification )

50 miles 1 ?&km)

102 degrees W Longitude

Objective: Classify facies

Colorado

Why?
Increase knowledge of the subsurtace

Estimate reservoir capacity

Texas 36.5°N Latitude

Panoma gas field, in Southwest
Kansas, Dubois et al (200/)

s
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https://www.sciencedirect.com/science/article/pii/S0098300406001956

Dataset: Features

s

- Gamma ray (GR)
- Resistivity (ILD__log10)
- Photoelectric effect (PE)

- Neutron-density porosity difference
(DeltaPHI)

- Average neutron-density porosity (PHIND)

- Nonmarine/marine indicator (NM__M)

- Relative position (RELPOS)

SLB-Private

Well: SHANKLE

B |

ws

MS

SiSh

FSiS

Csis

SS



Dataset: Labels

A

Nonmarine sandstone
Nonmarine coarse siltstone
Nonmarine fine siltstone
Marine siltstone and shale
Mudstone

Wackestone

Dolomite
Packstone-grainstone

Phylloid-algal bafflestone

SLB-Private
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Large language Models
(LLMSs)

Abhineet Sinha

Domain Data Scientist-Production

Innovation Factori, Delhi
Gurgaon, India



AG E N DA 1. Whatis Large Language Modeling

(LLM)?
2. LLM Overview

3. Hands-On
a. Summarization and Classification
b. Retrieval-based question
answering

4. What's next?

SLB-Private



WHAT IS
Large Language

\odelling




Language model introduction
What is a Language model ?
A Language model is a model that takes text as an input to perform various tasks :

v/ Text generation / conversation
» moos VS barks

v Classification v Translation

“The cat meows and the dog XXX” »

‘Slb Update model parameters to correct the error
-

SLB-Private



Language model introduction
Model training

LM are trained on each word

“The greatest lesson in life is to ?” Computational heavy
Very bad at the beginning and needs a lot of
“The greatest lesson in life is to know ?” data to get better

“The greatest lesson in life is to know that ?”

“The greatest lesson in life is to know that even ?”
“The greatest lesson in life is to know that even fools ?”
“The greatest lesson in life is to know that even fools are ?”

“The greatest lesson in life is to know that even fools are right ?”

“The greatest lesson in life is to know that even fools are right sometimes ?”

Xt
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Language model introduction
Evolution of LLMs

BardG [GPT-4@ B [urassic-2/62 |Claud§.

Evolutionary @G

Tree LLaMAlAN
€)) R
2023 72
OPT-IML[0N
E? [ChatGPTI® BLOOMZ[# | Galacticalg\GLM G .
5 (€] |
Sparro©
BLOOM| 3%|
' TIQ Frena G
Closed-Source De PG

[Chinchilld®
InstructG
ST-MoE G 7_:@ : (DAG /
() \ CodeX® GO\ (Gophel O ERNIES. 0 (v |

= Cohere|®

-
% -NLG S
Jurassic-1je

GPT-NeoX[®]

GPT-J[e]
GPT-Neo[®)

&
B
G | open source 115
| Iclosed source W
GPT-2[5) s o
s |\
3 O
. GPT-1
SI b m— Decoder-Only @ & 3 [}
s S
-l e
FastText Glove A [C]
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Language model - quickly explained

Generating Text

e LLMs excel at a specific task: generating coherent and credible continuations of input texts, also called
prompts.

e LLMs were trained with colossal amounts of textual data encompassing diverse sources like books, articles,
and websites. Through this process, they acquired remarkable reasoning capabilities which make them
much more than writing assistants. In particular, they are especially effective for a wide range of natural
language tasks.

If you want to build a ship, don’t drum up the men to gather wood, divide the work and give orders.
Instead, teach them to yearn for the vast and endless sea.

Example of a prompt and a potential LLM response

A
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Language model - quickly explained

Generating Text

e The key to accomplishing natural language tasks with LLMs is to craft a prompt in a way that the

continuation of this prompt yields the desired answer.

e Suppose that we want to classify a product review as positive, negative, or neutral. To do this, we can
specify this task in a prompt, insert the text of the product review , and suggest, through the structure of
the prompt, that the immediate next word should be the answer. When provided with this prompt, an

LLM will hopefully provide the correct result

Decide whether the sentiment of the product review is positive, neutral, or negative.

Product review: I never received my package. The customer service was awful

Sentiment: negative

‘Slb In-context zero-shot learning for a classification task
-

SLB-Private



Language model - quickly explained
Under the hood

Input text Next token <

These aren’t the droids you're looking  for

Decoding strategy

Tokenization Next token probability
0 4.8 x 10° !
Input sequence of tokens - e -

[4711, 3588, 470, 262, 3102, 2340, 345, 821, 2045]

379 0.0546 at
Language model 50256 1.2/ 10 <|endoftext|>

A<

SLB-Private



Language model - quickly explained
Tokenizing Input Texts and Estimating the Next Token Probability

Tokenizing Input Texts
e Before being processed by a language model, a piece of text is converted into a sequence of tokens which

are words or subwords.
e These tokens are selected among a predetermined set of a few tens of thousands of potential tokens and

they can simply be represented by integers between 0 and the number of potential tokens minus 1.
e You can test an interactive tool on OpenAl’s website if you want to understand more intuitively how

tokenization works.

Estimating the Next Token Probability
e Alanguage model takes as an input a sequence of tokens and returns the probability distribution over the

next token.
e The length of the input sequence of tokens is limited by the context window size, which is specific to the

language model (for example, 4,096 tokens for ChatGPT).
aslb
‘
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Language model - quickly explained
Implementing a Decoding Strategy

e The probability distribution over the next token can be used to continue the input sequence, one token at a

time.

e Several decoding strategies can be used for this. The two simplest approaches are greedy decoding and
multinomial sampling (sampling for short).
o  With greedy decoding, the next token selected is the one with the highest estimated likelihood.
o  With sampling, the next token is randomly chosen based on the estimated probability distribution.

This estimated probability distribution is based on raw scores computed by the language model and a temperature
parameter. By adjusting this parameter, we can make the text generation process more or less deterministic.
Temperature 0 corresponds to greedy decoding while high temperatures lead to more original outputs.

A
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—How Datalku
can
Accelerate the
use of LLLMS




The problem: barriers impede the full

ootential of Generative Al

Beyond chatbots, the human-like intelligence of Generative Al could
augment and automate thousands of decisions and processes. What's

standing in the way?

Not enough builders

Not enough people have the access, tools, and skills to build,
validate and leverage GenAl applications

Gap between exciting innovating Al services and enterprise reality

Privacy, Security,
and Compliance

Leak of sensitive data
or toxic content
creation

Need of Governance,
control & moderation

Choice
and dependency

Gen Al landscape moving
very quickly, with a growing
choice of models, services
and providers.

Need of Agility to switch
from one Al service to another
and avoid lock-in

Cost
Control

Creating and running
LLMs is expensive.

Need to control
API| fees &
infrastructure costs

SLB-Private
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Dataiku's key differentiators on Gen Al

#1 Ease of use

Simple to advanced
techniques accessible through
no/low code components

Acceleration for
coders & experts

#2 Security & Control

A governed, auditable,
and cost aware framework
with a secure gateway for LLM
providers and models
to support enterprise LLM
applications

#3 Choice & Agility

#4 Holistic Platform

BENEFITS:

Makes Gen Al accessible beyond
a narrow pool of LLM experts

Significant speed to value gains
for capitalizing on this new tech

A level of abstraction that
reduces tech dependencies &
helps switch between LLM
providers without having to
rebuild/code projects

Extend and amplify existing
analytic and predictive
workflows with Gen Al.

Dataiku’s platform can meet

all your analytics & Al needs,
from end-to-end.

=

BENEFITS:

Reduced risks (security leaks,
shared keys, shadow Al)

Cost control & tracking
(for chargeback or cost
optimization purposes)

BENEFITS:
Flexibility, no lock-in

Future-proof applications can
seamlessly take advantage of new
tech as it emerges

BENEFITS:

Amplify value of Gen Al by
integrating it in core analytics and
ML workflows

No need to buy siloed point
solutions for Gen Al




The LLM Mesh: The Common Backbone for All GenAl
Applications

Your Generative Al Applications . .
Decouple the application and Al
service layers

No- and Low-Code Ul e Full - Code
Ll Enforce a secure gateway to approved LLM
Routing and orchestration services and maintain an audit trail
. Pll detection & N
Cost reporting Content moderation Audit trail
Ensure safe use by defining filters for queries and
Security and permissions Caching Retrieval augmentation responses such as Pll detection, content moderation...

Accelerated Hosted LLM API Self-Hosted Vector Control costs and avoid unnecessary
Computing Services LLM Stores . . .
re-generation with caching
% N o o
@2 databricks A GoogleCovs b e <
NVIDIA. @ A\ AlZ1labs .. m .
Enrich queries and responses
with built-in retrieval augmentation

. Slb More integrations to come
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LLM Mesh: Decoupling the application and Al service layers

Maintain choice and agility as new technologies emerge

Connect to the Al services of your choice o
including LLMs and Vector DB P

INDEX ALL CONNECTIONS
s

Amazon Azure Machine  Google Vertex

LLM & Vector DB connections e [ 2 .

Language models

A % A\
e OpenAl Cohere Anthropic
Prompt design LLM =GPT35 Chat (Turbo / ChatGPT] (cor *  SETTINGS
GPT 4 (connection: open-ai)

Al services and their various models are % B

Anthropic Bedrock  Local HUGEINg custom LLM

available throughout the Dataiku platform - Gt s e

Claude Instant (faster, cheaper) {connection: maxime-Anthrop

(visual NLP recipes, Prompt Studios, code

Cohere Command (standard model) (connection: maxime-Col

e — Cohere Command Light (faster) (connection: maxime-Cohere)

re Ci p es, n Ote bOO kS, I D E, ese ) u Classification_Recipe Settings Input/ Output Advanced

BEDROCK

Anthropic Claude V2 through Bedrock (connection: bedrock1)
Anthropic Claude V1 through Bedrock (connection: bedrockl)

LM
Nothing selected Anthropic Claude Instant V1 through Bedrock (connection: ber

Input column f AI21 Labs Jurassic 2 Ultra through Bedrock (connection: bedrc
gesof L

Keep your choices open by making your N,

Task Falcon 138 Instruct (Hugging Face lacal: hi-small-models)

Output mode Falcon 408 Instruct (Hugging Face local: hf-small-models)

applications agnostic to underlying models st Gt oo )

a n d p rOV I d e rs GPT 3.5 Chat (Turbo / ChatGPT) (connection: Stef)

GPT 3.5 Chat (Turbo / ChatGPT) - large context (connection: Stef)
GPT 4 (connection: Stef)

GPT 3.5 Chat (Turbe / Chat GPT) [connection: apen-ai)

GPT 3.5 Chat (Turbo / ChatGPT) - Ldlge context (connection: open-ai)

Test different services to balance R

Anthropic

cost and performance
o
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LLM Mesh: Decoupling the application and Al service layers

Maintain choice and agility as new technologies emerge

Applications

Dataiku Components .

Log all queries and requests to all
services, creating a secure, searchable
trail of all LLM use in the enterprise

Centrally manage access keys to
different services to ensure that only
approved services are used

1 A
l .Il Permissions

Gateway 9 T %E

]

: Services

an Kﬁa
® = hASEe

SLB-Private



LLM Mesh: Control and optimize costs

Monitor costs and cache common responses to avoid re-generation

Cache responses to common
gueries to avoid unnecessary re-
generation and associated costs

Use Compute Resources Usage in
Dataiku to generate fine-grained
cost reports

s

ock

Showing Last 1000 boes of auditaedis fog (votal sine; 79.77 M)

{apA Lol ;g adntn/ gat - 1imi ta-staten”, "u

(" severity”; "INFO", "Vogy

omputeResir ceUsage” | (*localProcess®

FILORTLnehS" -0, Ve 100, *CouTota IS " S0, “vad refesiotl ™ 709, “pi

View Settings History T REFRESH  ACTIONS &

$ Cost Analysis

Q  Authidentifier

Cost Distribution By Recipe Type Cost Distribution By Context Type
v
‘ nip_lim_model_provided_classif. PROMPT_STUDIO: 1.74%
nip_lim_summarizatio.
Cache status Clearall nlp_lim_user_pro.
u
v
Clearall
Connection
v
Clearall
Context Type
v
call
Lim Type
v
. prompt: 93.41% L— JOB_ACTIVITY: 98.26%
Project Key
v
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LLM Mesh: Bullt-in retrieval augmentation

Enrich queries and responses with internal documentation

Work from documents in any directory,

using built-in pre-processing (OCR, i__1 Retrieval Augmented Generation ~
translation, etc...) if needed

o

S—-0—B-e{=

Biod

rsity
: Biodiversity_text diversity
! KnowledgeBank

vdive
Resear

Select the model of your choice
to create the embeddings Use Coresettings  Flow settings

Embedding model Embedding (Ada 002) (connectior

Vector store type FAISS v

Easily create knowledge banks using Code env Seectan envronment <]w

Promptdesign LM  GPT3.5Chat (Turbo /ChatGPT) (cor ¥  SETTINGS
Environment langchain38 -

the vector store of your choice il ot

What are the main chall
Anthropic

Claude (connection: maxime-Anthropic)

Claude Instant (faster, cheaper) (connection: maxime-Anthropic)

Cohere

Cohere Command (standard model) (connection: maxime-Cohere)

Use the augmented model elsewhere CoterCommand Ugh ) onncton:msime Conere)
in Dataiku (for example, Prompt Studios) . NS Vi ik et )

Anthropic Claude V1 through Bedrock (connection: bedrock1)
Anthropic Claude Instant V1 through Bedrock (connection: bedrockl)

build kn led nri d =

to bul owileage-e riche apps A2 Labs Jurasic 2 Uit through Bedrock (connection: bedrocki)
The main challenges of L

cwithhuma  AI21 Labs Jurassic 2 Mid through Bedrock (connection: bedrockl)

alignin

AWS Titan Large (connection: bedrock1)
Sources
* file=/Article LLM reco Al Retrieval augmented
* file=/A survey of LLM.pd

Augmented GPT 3.5 Chat (Turbo / ChatGPT) (connection: Stef) - augmented by L§

Claude (c pic) - by LLMArticle
GPT4 ion: Stef) - by LLMArticles (#3) L
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Case 1: Use the Capabilities LLMs for Common Language Tasks

Off-the-shelf, visual components bring the capabilities of LLM to the entire enterprise

With Dataiku, deliver powerful no-code LLM-
Text Analysis Recipes

@ @ & B =

powered projects and pipelines

. . . P t Classi S i Text A
Flexible, provider-independent approach: ompL sy SUMTAES  etion Commennnd
Leverage any provider’s services OR maintain P Classifcation._Recipe
total privacy with local models e
Translation {nputcolumn Hugging Face local models
Task Falcon 138 Instruct (Hugging Face local: hf-small-models)

Output mode Falcon 40B Instruct (Hugging Face local: hf-small-models)

ROBERTa Base GoEmotions (Hugging Face local: hi-small-models)

Leverage Dataiku’s growing library of ready-
3 . GPT 3.5 Chat (Turbo / ChatGPT) (connection: Stef)
to-use visual LLM-powered recipes: 72 o Tt - et e
. . i__1 Reviews Sentiment Analysis - GPT) (connection: open-ai
Entity extraction o et o
. i Q  search T Al -

TeXt CIaSS|flcat|0n 4 recipes 5 datasets ime-Anthropic)

Text summarization @/_E/- ~—'

Tra ns|ati0n o " mv:ai:ui&rww AA_reviews_sentiment

And more g oo

o O
AA_reviews AA_reviews_sampled
AA_reviews_sampled

I I penerated
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Case 2: Prompt Engineering

Customize LLM outputs by refining prompt context, format, length, and instructions

N Prompt Studios in Dataiku help you 57, Testdifferent models, including
design, evaluate, and ¢¢*  cloud, local or your fine-tuned models
operationalize optimized LLM
prompts in a no-code way A romcoivens < |3

& Financial News ‘
Promptdesign LM GPT 3.5 Chat (Turbo /ChatGPT) 0p = "
pt desig el
Det he

Task  STRUCTUREDPROMPT  TEXT PROMPT "":4’“‘ e | neea Mt z Save as Prompt RECipe
in your data pipeline

— (%)

Estimate and
compare running costs

— v

Validate

N Model-agnostic so you can compare
results across different models &

providers to identify the best model to e e o

Headlines

achieve your specific goals

N Built-in cost estimates inform
important trade-off decisions between
cost & performance during the design

phase
model responses
N Deploy your prompt in your Leverage a library of templates,
data pipeline promoting reuse and best practices.

SID
L‘
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Case 3: Knowledge Bank - Add Your Internal Knowledge

Incorporate information retrieval and LLM augmentation methods to build Q&A apps & chatbots

Q)
R

Ask directly questions to your document corpus

Answers are sourced from the processed documents, delivered in natural language and accompanied by
the most relevant references.

=1

A
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Case 4: Advanced Technigues

Incorporate LLM agents, set up complex reasoning chains, and fine-tune models

NoLm agents: Orchestrate complex reasoning
tasks and chains of prompts, data sources, and
logic with your own code, and leverage our Fine-tuning »eup X [

integration with Langchain API

finetuningData GPT3.5 Finetuned

"\ Leverage LLM providers fine-tuning
services in a seamless way with our
fine-tuning recipe

Fine-tune or pre-train your own
models through code

s
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